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Background: Large Language Models (LLMs)

• You've probably heard of ChatGPT, GPT-4, Llama, ...


• LM: seq2seq model trained to predict the next word (token)


• 


• Large model capacity


• Unsupervised pre-training on an internet-scale corpus


• Solve a variety of NLP tasks

P(xi ∣ xi−1, xi−2, …, x0)



Application: zero-shot prompting



Application: few-shot prompting



Comparison of LLM prompting/training techniques 

Source: Andrej Karpathy (2023)

https://twitter.com/karpathy/status/1654892810590650376


This lecture

• LLMs for data curation


• Evaluating LLM output data


• Training data curation for LLMs


• Data curation for pre-training LLM base models


• Data curation for LLM applications



LLMs for data curation

• Powerful natural-language reasoning engines


• Easy to customize for new use cases


• Computationally inexpensive


• Revolutionizing systematic text data curation



PII detection

• Might want to avoid training an ML model on data containing PII


• Privacy issue: models can leak their training data


• Note: have to be careful how it's handled


• Old approach: regexes


• Enumerate types of PII, write custom regexes



PII detection with regexes

Source: scrubadub

https://github.com/LeapBeyond/scrubadub


PII detection with zero-shot prompting

Consider the following product review: "$text"


Please identify whether not the above text contains any personally identifiable 
information. This includes, but is not limited to, PII such as a name, location, or 
credit card number. Be sure to catch PII not listed here. Explain your reasoning, 
and end your answer with a final judgement like "Output: true" if the example 
contains PII, or "Output: false" if the example does not contain PII.



PII detection with zero-shot prompting



PII detection with zero-shot prompting



PII detection with zero-shot prompting



Grammar check

• Old approach: classical NLP and hand-designed rule lists

Source: languagetool, which is used in OpenOffice

https://github.com/languagetool-org/languagetool


Grammar check with fine-tuning

• Collect dataset of sentences + boolean judgements


• Much easier task than manually writing down rules!


• Corpus of Linguistic Acceptability (CoLA, Warstadt et al. 2018)


• Fine-tune base LLM on this data


• In this example: not a seq2seq task, but a classifier

https://nyu-mll.github.io/CoLA/


Evaluating LLM output data

• Major challenge in working with LLMs: hallucinations

Wrong! It's 51,268,602.



Use a more powerful LLM to evaluate

GPT-3.5

GPT-4



Effectiveness

• AlpaGasus: fine-tuning Alpaca on a curated dataset (Chen et al. 2023)


• Alpaca fine-tuned on 52k synthetic data points


• AlpaGasus: fined-tuned on 9k high-quality data points using GPT-3.5


• Result significantly outperform Alpaca, as evaluated by GPT-4 and humans

https://arxiv.org/pdf/2307.08701.pdf


Challenges with evaluating LLMs with LLMs

• Not foolproof


• Turtles all the way down? What if 
GPT-4 is generating the outputs in 
the first place?



LLM uncertainty quantification

• Focused on question-answering


• From Chen & Mueller 2023

Natural Language Inference (NLI) model:


Do answers contradict with each other?

https://arxiv.org/pdf/2308.16175.pdf


LLM uncertainty quantification
As implemented in Trustworthy Language Model (TLM)



Data curation for pre-training LLM base models



Data curation / training techniques

• Unsupervised pre-training


• Quality of corpus matters! Very hard to get LLM to "un-learn" something


• Supervised fine-tuning


• Humans provide gold input-output pairs


• Reinforcement learning from human feedback



Data curation for LLM applications

• Zero-shot (prompt engineering)


• Few-shot (prompt engineering + a couple examples) - see Chang & Jia 2023


• Retrieval-augmented generation


• Supervised fine-tuning

https://aclanthology.org/2023.acl-long.452.pdf


Data curation for LLM applications: fine-tuning

• Why fine-tuning? Gives best results for specific task.


• Common paradigm: use LLM to generate synthetic data for fine-tuning

• Goal: train smaller/cheaper LLM to match performance of 
larger LLM, for specific task


• Textbooks Are All You Need (Li et al. 2023)

https://arxiv.org/abs/2309.05463


Synthetic data generation and curation for fine-tuning

• Clean original dataset


• Generate synthetic data using powerful LLM


• Using uncertainty quantification, keeping only high-confidence results

Source: Stanford Alpaca

https://github.com/tatsu-lab/stanford_alpaca


Synthetic data generation and curation for fine-tuning

• Filter out bad synthetic data


• Separately, for inputs and outputs, train a real vs synthetic classifier, use 
classifier scores to toss out unrealistic examples


• Clean whole dataset (original + synthetic)


• Fine-tune the LLM on the full dataset



Future of data curation with foundation models

• Emergence of powerful multi-modal LLMs

Previously (with cleanvision) Today (with GPT-4)

https://github.com/cleanlab/cleanvision

